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Abstract: Plant disease is one of the problems in the world of agriculture. Early identification of plant 

diseases can reduce the risk of loss, so automation is needed to speed up identification. This study 

proposes a custom-designed convolutional neural network (CNN) model for plant disease recognition. 

The proposed CNN model is not complex and lightweight, so it can be implemented in model appli-

cations. The proposed CNN model consists of 12 CNN layers, which consist of eight layers for feature 

extraction and four layers as classifiers. Based on the experimental results of a plant disease dataset 

consisting of 38 classes with a total of 87,867 image records. The proposed model can get high perfor-

mance and not overfitting, with 97%, 98%, 97% and 97%, respectively, for accuracy, precision, recall 

and f1-score. The performance of the proposed model is also better than some popular pre-trained 

models, such as InceptionV3 and MobileNetV2. The proposed model can also work well when imple-

mented in mobile applications. 

Keywords: Agricultural technology; Light convolutional neural network; Image Recognition; Plant 

Diseases Classification; Transfer learning recognition. 

 

1. Introduction 

Plant disease is one of the challenges in agricultural production that is important to iden-
tify early on. Early identification can prevent bad things, such as decreased quality and quan-
tity of agricultural products, leading to crop failure. To classify plant diseases requires the 
ability of experts, but this is certainly less effective if you want to get more and faster produc-
tion. Technological developments have been utilized for agriculture and can even be imple-
mented to automatically classify plant diseases[1], [2]. This technology involves several 
branches of science such as image processing and artificial intelligence. Machine learning and 
deep learning is a branch of artificial intelligence that is widely applied to complete this task[3], 
[4]. Several machine learning methods that are widely applied in classification tasks are k-
nearest neighbor (KNN), support vector machine(SVM), decision tree(DT), random for-
est(RF), etc [5]–[8]. But the classification method cannot work alone, image features are 
needed as input for the training and testing process in the classification method. Some of 
these features can be color, texture, or shape. Color features such as red, green and blue 
(RGB), hue, saturation, value (HSV), etc[9], [10], texture features such as the gray level 
cooccurrence matrix (GLCM) and Histogram of an Oriented Gradient (HOG)[7], [11], while 
shape features such as metric and eecentricity [12]. These features need to be considered as 
input and must match the classifier to get the best classification performance, besides that it 
is necessary to determine several parameters such as the value of k in the KNN algorithm 
and the type of kernel in the SVM algorithm. 

Currently, deep learning is more popular than machine learning, in which the convolu-
tional neural network (CNN) is the most popular method in image processing, especially in 
this case recognition, classification or identification. CNN is capable of carrying out feature 
extraction tasks as well as classifying[13]. This phenomenon must be attributed to the pow-
erful ability of CNN image processing, which can automatically extract features by stacking 
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convolution layers. One of the hardest challenges in CNN is avoiding overfitting where the 
resulting model performs well with the training data, but does not generalize well to new, 
untrained data[14]. In addition, the training time on CNN can take longer and requires larger 
data to support its performance. The technique that can be used to reduce overfitting is to 
use a dropout layer where these dropouts are represented on the fully connected layer by 
randomly deactivating some unnecessary neurons[15], [16]. This may seem counter-intuitive, 
but it is an effective way to ensure that the learning model doesn't become too dependent on 
training images. Another technique that can be used to reduce overfitting is augmenting the 
image to be trained. Augmentation is generally done when the dataset is relatively small, in 
image enhancements that are usually carried out are rescale, horizontal flip, vertical flip, zoom 
range, rotation range, etc. 

Currently there are quite a lot of CNN models proposed in various studies. Pre-trained 
CNN model, is a quite popular and practical CNN model, where we can use this model by 
using its functions with various libraries such as Keras.Some pre-trained models that are 
widely used are MobileNet, EfficientNet, VGG, RestNet, Inception, DenseNet, and Xcep-
tion[17]–[19]. These models are generally designed in a complex way to get high performance 
in working on recognition cases in thousands of classes. But the higher number of parameters 
will consume a lot of hardware resources and time. MobileNetV2 and InceptionV3 are exam-
ples of CNN architectures that can achieve high levels of accuracy by keeping the number of 
parameters and computations as low as possible. [20]. The performance of these two models 
has been tested in several studies, such as [21]–[24]. But for some problems that are not too 
complicated or focus on certain objects in this case, the recognition of plant diseases, CNN 
with a simpler architecture should work well if designed properly. The results of the proposed 
model can compete with more complex CNN architectures and even surpass them[25].  

Based on some of the literature above, this study aims to: 
1. Designing a simple CNN model to carry out plant disease recognition 
2. Comparing the performance of the proposed CNN model and compared to other pop-

ular CNN models, namely MobileNetV2 and InceptionV3. 
3. Deploy the CNN model on the Android application to prove the model is implemented 

and can run smoothly in mobile applications. 
The remainder of this paper is written in five sections. The first is related work, which 

explains prior art research, the second is the proposed method which explains the proposed 
CNN model and how to test the model, the third is results and discussion which explains the 
discussion of results and discussion of analysis, the fourth is the comparison which proves 
that the proposed model has contribution and is superior to the high-performance pre-trained 
model, and the last is a conclusion that contains a summary and future work of the research.   

2. Related Work 

Many research articles on plant disease classification have been published. Study [7] pro-
posed classification of plant disease by RF method and HOG feature extraction. The hypoth-
esis is because RF is a learning method that can build decision tree forests during the training 
process. This method is also able to overcome overfitting and is able to handle numeric and 
logical data. Whereas HOG is a texture feature extraction that produces Hu moment, Haralick 
texture and color histogram. The testing process uses a relatively small dataset on 160 images 
of papaya tree leaves. The accuracy of the proposed method reaches 70.14% and outperforms 
other ML methods such as SVM, KNN, and NB. RF is also implemented in [8], but in this 
research several different stages were carried out, namely image conversion from RGB to 
L*a*b* and image segmentation. 

On research [26] CNN-based deep learning is proposed. The SNN model is designed 
based on the inception layer and residual connection, besides that depthwise separable con-
volution is used to reduce parameters. The model was tested on three types of plant disease 
datasets, namely plant village, rice disease and cassava data sets. Each dataset has a different 
number of classes. Plantvillage has 17 classes with records varying from 373 to 5357. Rice 
disease has four classes with records from 1308 to 1600, and the casava dataset has five classes 
with records 316 to 2658. The model is quite reliable with an accuracy above 99% for the 
Plantvillage dataset. and rice disease, but showed over-fitting results on the cassava dataset 
where the training and testing accuracy were 98.17% and 76.56%, respectively. In addition, 
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this model is superior to various popular pre-trained or transfer learning methods such as 
VGG, ResNet, AlexNet and GoogleNet. 

Research [27] also proposed CNN for plant disease recognition, CNN was built on the 
basis of VGGNet pre-trained on ImageNet and Inception module. The plantvillage dataset 
was also used in the study, and the accuracy of the proposed method was 93.78. This model 
is superior to other pre-trained methods such as DenseNet201, ResNet50, InceptionV3, and 
VGG19. Based on some of the literature above, it appears that the CNN model has much 
better performance and is open to development. This study proposes a custom CNN model 
with a simplified number of layers to recognize plant disease with a more varied dataset with 
a greater number of classes and records. 

3. Proposed Method 

This study has several research stages as shown in Fig. 1. In particular, this section dis-
cusses the design of the proposed CNN model in section 3.1 and the assessment model in 
section 3.2.  

 

Figure 1. Research stages. 

3.1. Proposed CNN Model 

The proposed CNN model is specifically designed for the classification of plant diseases. 
We develop CNN layers based on theory and trial and error. The proposed model generally 
consists of convolutional, pooling, and fully connected layers. These layers have the main task 
of performing feature extraction and classification. After that, the model must be compiled 
with the optimizer, namely Adam, learning rate of 0.001 and batch size of 64. The proposed 
design of the CNN model is presented in Table 1. 

Table 1. Proposed CNN Model. 

No Layer Parameter 

1 
Convolutional layer Filters=32, kernel_size=(3,3), activation=”relu”, and input_shape=(128, 

128, 3) 
2 Max pooling layer Pool_size=(2, 2) 
3 Convolutional layer Filters=64, kernel_size=(3,3), and activation=”relu” 
4 Max pooling layer Pool_size=(2, 2) 
5 Convolutional layer Filters=128, kernel_size=(3,3), and activation=”relu” 
6 Max pooling layer Pool_size=(2, 2) 
7 Convolutional layer Filters=256, kernel_size=(3,3), and activation=”relu” 
8 Max pooling layer Pool_size=(2, 2) 
9 Flatten layer none 
10 Dense layer Units=1024 and activation=”relu” 
11 Dropout Layer Rate=0,2 
12 Dense layer Units=38 and activation=”softmax” 

 
Based on the layers proposed in Table 1, each function and its parts are explained as 

follows: 

Data collection Preprocessing Design CNN Model 

Training and Validation Model Testing Deploy Model 

Model assement 
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3.1.1. Feature Extraction 

The initial eight layers arranged in Table 1 serve as feature extractors, consisting of two 
types of layers: the convolution layer and pooling. The convolutional layer aims to detect 
features found within the local region of the input images that are common across the dataset 
and map their appearance onto a feature map. Several Conv2D parameters are used, includ-
ing: a) Filter is the number of output filters in the convolution, usually in the form of an 
integer, b) Kernel size is to determine the height and width of the 2D convolution window. 
Usually filled in in the form of a tuple or list of 2 integers, c) Activation is filled with the 
activation function to be used, d) Input shape is adjusted to the target image size that has 
been determined/written. The pooling layer is used to reduce the image size or matrix size. 
In this study, using the MaxPooling2D function. The parameter used is the pool size. Pool 
size takes the maximum value from the specified pool window. The value of this parameter 
is a tuple containing two integers. 

3.1.2. Classifier 

The CNN model has a classifier that can be integrated, the last four layers in Table 1 
serve as classifiers which consist of three types of layers, namely flatten, dense and dropout 
layers. Flatten is used to make inputs that have more than one dimension into one dimension, 
usually used before fully connected. In this study, the flattened layer does not contain param-
eters. The dense layer is the architectural model layer which contains many neurons. The 
parameters used include units and activation. Units are the values of the dimensions of the 
input space, usually integer values. Activation is filled with the activation function to be used, 
according to the function of the layer. The dropout layer is used to reduce the connection of 
neurons which is expected to prevent overfitting in the model. In this study, the dropout layer 
value of the parameter rate is filled with a predetermined value. The value is between 0 to 1. 

3.2. Model Assessment 

Based on Fig. 1 two stages have an assessment, the first is training and validation, the 
second is testing. In training and validation, accuracy is calculated with a function in the Keras 
library, namely the accuracy_score function from the sklearn.metrics module. Meanwhile, the 
loss function is used to calculate the difference between the predictions of the CNN model 
and the actual labels in the training data. In this research, the sparse_categorical_crossentropy 
parameter is used because it is used for multi-class classification. 

At the testing assessment stage, accuracy, recall, precision and f1-score are calculated 
based on the confusion matrix. Formulas (1), (2), (3), and (4) are used to calculate accuracy, 
precision, recall and f1-score, respectively. 

𝑎𝑐𝑐 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (1) 

𝑝𝑟𝑒𝑐 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

𝑟𝑒𝑐 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

𝑓1 =  
2(𝑝𝑟𝑒𝑐 ∗ 𝑟𝑒𝑐)

𝑝𝑟𝑒𝑐 + 𝑟𝑒𝑐
 (4) 

Where Positive Predictions = True Positive (𝑇𝑃) + False Positive (𝐹𝑃), Negative Predictions 
= False Negative (𝐹𝑁) + True Negative (𝑇𝑁), 𝑇𝑃 is the number of correctly predicted pos-

itive data, 𝐹𝑃 is the number of negative data incorrectly predicted as positive, 𝑇𝑁 is the 

number of negative data that is correctly predicted, 𝐹𝑁 is the number of positive data incor-
rectly predicted as negative. 

4. Results and Discussion 

This research was implemented on a public dataset downloaded from the Kaggle web-
site, namely the New Plant Diseases Dataset [28]. This dataset comprises 87867 images of 
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healthy and diseased leaves categorized into 38 different classes. Which all images are used in 
this study. Table 2 presents more detailed information regarding the name and number of 
each class. 

Table 2. Dataset Details (Records and Class Name). 

Class Name Training Validation Testing 

Apple scab 2016 499 5 
Apple black rot 1987 493 4 
Apple cedar rust 1760 436 4 

Apple healthy 2008 497 5 
Blueberry healthy 1816 450 4 

Cherry powdery mildew 1683 417 4 
Cherry healthy 1826 452 4 

Corn maize cercospora leaf spot gray leaf spot 1642 406 4 
Corn maize common rust 1907 473 4 

Corn maize northern leaf blight 1908 473 4 
Corn maize helathy 1859 461 4 

Grape black rot 1888 468 4 
Grape esca black measles 1920 476 4 

Grape leaf blight isariopsis leaf spot 1722 426 4 
Grape healthy 1692 419 4 

Orange haunglongbin citrus greening 2010 498 5 
Peach bacterial spot 1838 455 4 

Peach healthy 1728 428 4 
Pepper bell bacterial spot 1913 474 4 

Pepper bell healthy 1988 493 4 
Potato early blight 1939 481 4 
Potato late blight 1939 481 4 

Potato healthy 1824 452 4 
Raspberry healthy 1781 441 4 
Soybean healthy 2022 500 5 

Squash powdery mildew 1736 430 4 
Strawberry leaf scorch 1774 440 4 

Strawberry healthy 1824 452 4 
Tomato bacterial spot 1702 421 4 
Tomato early blight 1920 476 4 
Tomato late blight 1851 459 4 
Tomato leaf mold 1882 466 4 

Tomato septoria leaf spot 1745 432 4 
Tomato spider mites two spotted spider mite 1741 431 4 

Tomato target spot 1827 453 4 
Tomato yellow leaf curl virus 1961 486 4 

Tomato mosaic virus 1790 444 4 
Tomato healthy 1926 477 4 

Total 70295 17416 156 

 
Based on Table 2, we divided the leaf images into 70295 training images (≈80%), 17416 

validation images (≈19.8%), and 156 testing images (≈0.02%). In addition, validation split 
0.01 is used. The sample image used is presented in Fig. 2. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2. Example of a leaf image on an apple plant{(a) Apple scab; (b) Apple black rot; (c) Apple 
cedar rust; (d) Apple Healty} 
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In the preprocessing stage, the normalization process is carried out with rescale. This is 

used to scale the training, validation, and evaluation datasets to a range of 0-1. The goal is to 
speed up the CNN model when doing calculations. Next, adjust the target_size of the image 
to fit the input layer. In this study the target size is used (128, 128). Next, the CNN model 
training process is carried out on Google Colab with the training dataset (training_set), and 
the validation dataset (valid_set), which have been separated. The number of epochs used in 
this study was 20. The results of the training and validation plots are presented in Fig. 3. 

 

Figure 3. Accuracy and Loss Plot Results of Proposed Model. 

Next, evaluation testing is carried out using the confusion_matrix function, the results 
of which are presented in Fig. 4. Furthermore, from the confusion matrix table, accuracy, 
precision, recall and f1-score are calculated, and the results are 97%, 98%, 97% and 97% 
respectively. These results indicate that the performance of the proposed model is very relia-
ble and stable both in the training, validation and testing processes. 

The final stage is deploying the model into a mobile application with Android Studio. 
The created Android Studio project will import model files in .tflite format. The contents of 
the tflite file are then copied to the classifyImage() function to classify leaf images. Things 
that are done include: 

1. Instantiate the modelCustom class with the model name. 
2. Create and manage input. 
3. Normalize or rescale. 
4. Run model inference and get results. 
5. Search and display the class index with the largest value. 
The appearance of the application that is made is quite simple, consisting of 1 imageview 

to display uploaded leaf images, 2 textviews to display the words "Hasil Klasifikasi" and their 
classification class, and 2 buttons to upload images from the gallery or take photos from the 
camera. Display applications made in this study as in Fig. 5. 
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Figure 4. Confusion matrix of testing assessment of proposed CNN model. 

 

Figure 5. Deployment of proposed CNN model in Android Operating System. 
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5. Comparison 

In this study, the proposed model is compared with pre-trained models that are popular 
and have high accuracy, such as MobileNetV2, VGG16, DenseNet121, RestNet50, and In-
ceptionV3. Because by default the pre-trained model has a number of classes that are different 
from the dataset, several fine tuning settings are made, such as: 
• layers.Flatten()(x) 
• x = layers.Dense(1024, activation="relu")(x) 
• x = layers.Dropout(0.2)(x) 
• predictions = layers.Dense(n_classes, activation="softmax")(x)   
In addition, freeze training is carried out on the layers so that the training process runs more 
efficiently. In more detail Table 3 presents data about the parameters used, while Figure 6 
presents a comparison of training and validation accuracy. 

Table 3. Parameter Comparison with Other CNN Models. 

CNN Model Trainable params Non trainable params Total Params 

MobileNetV2 21011494 2257984 23269478 
VGG16 8428582 14714688 23143270 

DenseNet121 16817190 7037504 23854694 
InceptionV3 8428582 21802784 30231366 

ResNet50 33594406 23587712 57182118 
Proposed Model 9865574 0 9865574 

 

 

Figure 6. Performance Comparison with Other CNN Models. 

Based on the results presented in Table 3, it can be seen that the performance of the 
proposed CNN model is superior in terms of accuracy. The total parameters used are also 
the fewest, so the computational complexity is of course relatively lower. However, the 
DenseNet121 model has the least overfitting because the difference in accuracy is minimal. 
Nonetheless, the proposed CNN model has provided good performance with high accuracy, 
precision, recall, and f1-score levels. Such performance as being able to remember/identify 
positive examples and predict classification correctly. This shows that the proposed CNN 
model is effective in the task of recognizing plant diseases.  

6. Conclusions 

This study has successfully proposed a CNN model that performs satisfactorily for clas-
sifying plant diseases. Classification results in the training, validation and testing processes 
show stable results and relatively mild overfitting. In addition, you can get a shorter training 
time by designing a simple CNN model. Overall, the proposed model is also superior 

MobileNet
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3
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compared to other popular pre-trained models such as MobileNetV2 and InceptionV3. In 
addition, the simple CNN model can be implemented well in mobile applications. For future 
research, this can be minimized by reducing the difference in training accuracy and validation 
with other techniques such as data augmentation, adding or removing layers. 
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