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Abstract— Data Preprocessing refers to the steps and 

techniques applied to raw data before it is ready to be analyzed 

or modeled as a substantive part of the data flow and aims to 

transform, clean and organize data in a revised way for the 

quality, relevance and efficiency of subsequent data analysis 

tasks. Handling outliers in the N2O Emissions Dataset, 

Fertilizer Prediction and Crop Yield Prediction Dataset is an 

important step in the data analysis process. The approach taken 

will depend on the specific context and purpose of the analysis, 

and it is important to carefully consider the impact of outliers 

on the results. Using the methods discussed researchers and 

analysts can effectively identify and treat outliers in the N2O 

Emissions Dataset, Fertilizer Prediction, Crop Yield Prediction 

Dataset, and produce more accurate and reliable results. 

Implemented a systematic literature that involved searching for 

articles published from 2015 to 2023 for review. The quality of 

the existing studies used the assessment criteria of 50 relevant 

studies identified as having been conducted following systematic 

literature guidelines. 

Keywords—SLR, Data Preprocessing, Data Distribution, 

Outliers 

I. INTRODUCTION 

Data preprocessing refers to the steps and techniques 
applied to raw data before it is ready for analysis or 
modelling. It is a substantive part of the data pipeline, and it 
aims to transform, clean and organize data in a revised 
manner to the quality, relevance and efficiency of subsequent 
data analysis tasks [1]. There are many ways to improve the 
quality of data obtained through data preprocessing. In the 
context of data preprocessing, data distribution refers to the 
distribution of the data features or variables within a dataset. 
In a data set, outlier detection can significantly affect the 
distribution of data, especially in the presence of an abnormal 
distribution[2].  

Data distribution plays a crucial role in the preprocessing 
phase of data analysis. It helps in outlier detection, guides the 
selection of preprocessing techniques, informs feature 
engineering decisions, ensures model assumptions are met, 
and aids in data normalization [3]. Outliers can have a 
significant impact on subsequent analysis or modelling tasks. 
We can detect outliers through statistical measures or 
visualizations, enabling their proper handling during 
preprocessing by examining the data distribution. Different 
preprocessing techniques are suitable for different types of 
data distributions. For example, normalization techniques 

like Z-score or Min-Max scaling can be applied if the data 
follows a normal distribution. Otherwise, data transformation 
techniques such as logarithmic or Box – Cox transformations 
may be appropriate if the data is skewed or non – normal 
distribution [4]. Understanding the data distribution guides 
the selection of the most suitable preprocessing techniques to 
improve data quality and prepare it for analysis.  

The discrepancy between data distribution and 
preprocessing can arise due to several reasons like handling 
skewed data, outliers and extreme values. Many 
preprocessing techniques, such as normalization or 
standardization, assume a symmetric distribution. When 
dealing with skewed data, the chosen preprocessing 
techniques may need to be more suitable and effective in 
capturing the underlying patterns or relationships in the data. 
Outliers can distort the data distribution, making it non – 
normal or non – linier. Preprocessing techniques often 
involve handling outliers, such as removing or transforming 
them. However, if the outliers are not appropriately addressed 
or if they are treated as errors when they represent valid 
information, it can lead to a gap between the data distribution 
and the applied preprocessing techniques. In process to 
analyze data, we need a dataset to perform the preprocessing 
techniques[5].  

We will examine the importance of identifying and 
addressing outliers and the impact that these observations can 
have on the results of statistical analyses and machine 
learning models by using The N2O Emissions Dataset, 
Fertilizer Prediction and Crop Yield Prediction Dataset. The 
N2O Emissions dataset can be used to understand the sources 
and levels of N2O emissions in different countries, and to 
identify trends and patterns over time[6]. Some common 
methods for dealing with outliers in datasets include 
identifying and correcting errors in the data, excluding 
outliers from the analysis, or transforming the data to make it 
more normal. Ultimately, the approach taken will depend on 
the specific context and goals of the analysis[7].  

In our research we propose, for the first time, a validation 
process for each feature data set. We will validate every 
process that start with a raw data, then checking the outliers 
using boxplot, remove data containing small outliers, 
checking the data distribution using several techniques 
algorithm among others Histogram Analyzing, Percentage 
Immuter Data, Anderson and Saphiro Test. We will come up 
with the best algorithm for checking the data distribution, 
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then we need to remove outliers to perform the output of 
normal data distribution. Each of the processes described 
above will be validated one by one[8]. 

In conclusion, handling outliers in the N2O Emissions 
Dataset, Fertilizer Prediction and Crop Yield Prediction 
Dataset is a solution in the data preprocessing process. The 
approach taken will depend on the specific context and goals 
of the analysis, and it is important to carefully consider the 
impact that outliers can have on the results. By using the 
methods discussed in this chapter, researchers and analysts 
can effectively identify and address outliers in the N2O 
Emissions Dataset, Fertilizer Prediction, Crop Yield 
Prediction Dataset, and produce more accurate and reliable 
results. The structure of this paper as follows section 2 
outlines the related work carried out in this field, section 3 
carries out the proposed method, section 4 shows the results 
and discussion of the comparison between the methods to 
identify and deal with outliers, finally, in section 5 we put an 
acknowledgment about this study.  

II. RELATED WORK 

A. Overview of Data Distribution in Preprocessing 

Data preprocessing is a data mining process because 
data quality must be checked before applying data mining 
algorithms to understand the distribution of data in each 
attribute. If the data does not follow a normal distribution, 
such as there are outliers or the data is asymmetrical, it can 
identify problems in data quality and collection errors[9]. 
Identifying abnormal data are steps that can be taken to clean 
up the data before being executed into the model. Data 
distribution is important to understand the characteristics of 
the data before proceeding to the next stage, such as modeling 
or analysis[10]. 

Outliers can interfere with statistical analysis and cause 
bias in predictive models. It is important to detect detail 
outliers as possible to avoid data processing failures because 
anomalous events can cause minor to severe damage to the 
data distribution[11]. Identifying and treating outliers, a more 
accurate and representative data distribution can be achieved. 
In ensuring good data distribution, the preprocessing stage 
may involve steps such as normalization, detection and 
handling of outliers, class sampling, data transformation, and 
standardization or scaling. All of these steps aim to achieve a 
more representative data distribution, minimize bias, and 
improve the performance of machine learning 
algorithms[12]. 

B. Existing Approaches and Techniques 

In data preprocessing, there are several approaches and 
techniques that can be used to deal with data distribution that 
is not ideal or does not meet certain assumptions as follows: 

Boxplot 

 A statistical graph used to visually present the distribution 
of data. Boxplots provide information about quartiles, 
interquartile ranges, extreme values, and the presence of 
outlier values in the dataset[13]. A boxplot usually consists of 
a vertical line that divides the box into two equal parts, as well 
as horizontal lines around the box that describe the range of 
data beyond the quartiles. The boxplot highlights the values 
of the quartiles in the dataset, namely the first quartile (Q1), 
median (Q2), and third quartile (Q3)[14]. 

 

Fig. 1. Boxplot 

Histogram Analyzing 

 Histogram Analyzing for graphically visualizing and 
analyzing the frequency of pixels in an image for each pixel 
or intensity value between 1 and 255. Histograms are 
especially useful for analyzing the distribution of graphical 
display. Attempts to infer the pixel frequency distribution of 
the encrypted image to apply any attack. However, the 
proposed algorithm generates a histogram of encrypted 
images with a constant level for each original image. Outliers 
can also be detected using a histogram, with most of the 
observations being on one side, and some of the observations 
appearing far from the main group[15]. By analyzing the 
histogram, researchers can easily identify the presence of 
anomalies or outlier values. If a bar in the histogram is very 
high or low compared to other bars, it indicates the presence 
of such rare values. These outliers can be important for various 
reasons, as they might signify errors in data collection, 
measurement, or data entry, or they could represent genuinely 
significant events or data points[16].  

 

Fig. 2. Histogram Analyzing 

Anderson 

A statistical test used to test the suitability of a data sample 
with a certain probability distribution, such as the normal 
distribution. This test measures the extent to which the data 
follow the distribution being tested by comparing the 
empirical data distribution function with the theoretical 
distribution function being tested. This test provides an 
Anderson statistical value that can be used to evaluate the null 
hypothesis that the data comes from a certain distribution. 
Anderson's role is to help identify whether a data sample can 
be ascribed to the distribution being tested[11]. 

Shapiro Test 

 The Shapiro Test is used to test the normality 
assumption of the data sample. Many statistical methods and 
data analysis rely on assumptions of normality, such as 
parametric tests, regression analysis, and other hypothesis 
testing. By testing for normality, we can find out whether 
these assumptions are met or not. The Shapiro test has 
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limitations, especially when the sample size is large, small 
sample differences from the normal distribution can produce 
statistically significant results. Therefore, interpretation of the 
results of these tests should be made with caution and taking 
into account the data context and sample size[17]. 

C. Gaps and Limitations in the Literature 

Some common research gaps in the approach to the 
outlier problem during the automatic processing of 
measurement data series received from technical devices are 
considered. Strategies for detecting outliers in time series of 
noisy data containing unknown trends[18]. We will examine 
the importance of identifying and treating outliers and the 
impact of these observations on the results of statistical 
analyzes and machine learning models using the N2O 
Emissions Dataset, Fertilizer Prediction and Crop Yield 
Prediction Dataset[13].  

This study first proposes a validation process for each 
feature data set. We will validate each process starting with 
raw data, then check for outliers using boxplots, delete data 
containing small outliers, check the distribution of data using 
several algorithmic techniques including Histogram 
Analysis, Percentage of Immuter Data, Anderson and Shapiro 
Test. We will generate the best algorithm to check the 
distribution of the data, then we need to remove the outliers 
to output the normal data distribution. Each process described 
above will be validated individually. The approach taken will 
depend on the specific context and purpose of the analysis, 
and it is important to carefully consider the impact of outliers 
on the results. A systematic literature review with a focus on 
data preprocessing outliers is presented in a paper that 
concentrates on papers explaining systematic literature 
reviews (SLR)[14]. 

III. METHODOLOGY 

A. Systematic Literature Review (SLR) Process 

In this study SLR as a methodology for studying current 
research work related to preprocessing data on data 
preprocessing outliers. Systematic literature reviews provide 
a means for the evaluation of research related to a particular 
topic area. The goal of conducting an SLR is to systematically 
collect and evaluate all relevant published studies with a 
predetermined RQ to inform the research community[19]. 

In this case the research took some published literature 
from popular database journals namely IEEE Xplore, 
Springer Link, MDPI, Science Direct and ACM from 2015 to 
2023. The aim of the Research Questions was to maintain the 
focus of the literature review. This condition facilitates the 
process of finding the required data. In this case, the research 
employed a data collection approach that involved gathering 
published literature from popular database journals, namely 
IEEE Xplore, Springer Link, MDPI, Science Direct, and 
ACM, spanning the period from 2015 to 2023. It allowed the 
researchers to efficiently sift through the vast amount of 
available literature, enabling them to identify and extract the 
most pertinent information that aligned with the research 
questions and objectives. As a result, the data collected were 
more precise and relevant, enhancing the overall quality and 
rigor of the research findings [20]. The questions posed by 
this study in Table I are as follows: 

 
 

TABLE I.  RESEARCH QUESTION (RQ) 

No 
Research Question (RQ) 

Research Question Motivation 

1 

Which international journals 
often publish research on 
handling data preprocessing on 
outliers? 

Identify which international 
journals often publish research 
on handling data 
preprocessing on outliers. 

2 
In what year was the trend of 
research on data preprocessing 
on outliers? 

Identify research trends about 
data preprocessing on outliers. 

3 
What problems arise in research 
on handling preprocessing data 
on outliers? 

Identify problems that often 
arise in research about 
handling preprocessing data 
on outliers. 

 
To determine the research questions in Table 1, the 

process involved several key steps. First, an extensive review 
of the existing literature on handling preprocessing data on 
outliers was conducted from 2015 to 2023. This literature 
review helped identify the current gaps and areas that 
required further investigation. The researchers brainstormed 
and discussed potential research questions that would address 
the identified gaps and contribute valuable insights to the 
field. These questions were formulated to be specific, 
measurable, and relevant to the research topic, ensuring that 
they would lead to meaningful findings.  

The search process is in accordance with the Systematic 
Literature Review (SLR) stages above which consists of 
several processes, including selecting a digital library and 
setting keywords. Before starting the search, it is necessary to 
determine or select the appropriate database to find relevant 
journals. During this process, we collected a total of 50 
international journals and conference papers which we kept 
for the inspection stage[21]. The following is a digital library 
in this study: Science Direct, SpringerLink, IEEE Explorer, 
ACM Digital Library, MDPI. 

B. Inclusion and Exclusion Criteria 

The inclusion and exclusion criteria section is used to 
select the main research from the results of the articles based 
on the criteria which will later be reviewed by the researcher. 
Exclusion and inclusion criteria ensured that only relevant 
studies were included in the analysis of the preprocessing 
outliers data[22]. As this review focuses on addressing data 
preprocessing on outliers, only papers published in English 
from 2015 to 2023 were included in this study. This study 
aims to collect, analyze, and synthesize articles in a 
systematic literature review from 2015 to 2023. The inclusion 
and exclusion criteria section can be seen in Table II as 
follows[23]: 

 

TABLE II.   INCLUSION AND EXCLUSION CRITERIA 

No 
Inclusion and Exclusion Criteria 

Inclusion criteria Exclusion Criteria 

1 
This research is written in 
English 

This research the full 
text is not available 

2 
This research was published 
starting in 2015−2023 

Duplicate research 

3 
Articles related to data 
preprocessing outliers 

This research the full 
text is not available 

4 
Articles are fully accessible Unranked conference 

articles 
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C. Data Extraction and Analysis Methods 

Data Extraction 
We focus on specific information in each article 

related to data pre-processing, cleaning, preparation, 
purification, and sanitization related to existing unbalanced 
data sets. We also consider articles that address key data 
related issues such as detection of outliers and other data 
preprocessing. Data collected from each study included 
journal or conference resources, scope of research and topic 
areas, details of author, institution and country of origin and 
Research summary, including RQ and responses to each 
question[24]. 

 
Data Analysis 

In data analysis we report how the information 
extracted from the study was analyzed. In this way, the 
information obtained can help not only in handling our RQ, 
but in guiding the machine learning community in decision 
making with an emphasis on data preprocessing We 
systematically apply statistical techniques to ensure clear 
presentation of information[25].  

IV. RESULT AND DISCUSSIONS 

4.1 Research design 
In this study, the data used is the N2O Emissions 

Dataset, Fertilizer Prediction and Crop Yield Prediction 
Dataset which is one that offers information about anomaly 
readings. Data distribution uses several algorithmic 
techniques including Histogram Analysis, Percentage of 
Immuter Data, Anderson and Shapiro Test. In this study 
several stages will be carried out as depicted in Fig. 3. 

 
Fig. 3. Research Steps 

 The steps for preprocessing data outliers in Fig. 3 
above, first is the validation process for each feature data set. 
We will validate each process starting with raw data, then 
check for outliers using boxplots, delete data containing small 
outliers, check the distribution of data using several 
algorithmic techniques including Histogram Analysis, 
Percentage of Immuter Data, Anderson and Shapiro Test. We 
will generate the best algorithm to check the distribution of 
the data, then we need to remove the outliers to output the 
normal data distribution. Each process described above will 
be validated individually. 

 The characteristic of the N2O Emission dataset we 
used are DAF_SD, NO3, PP2, WFPS25cm, DAF_TD feature 
with normal and not normal data, the characteristic data will 
be identified by Histogram test, Shapiro test and KS 
(Kolmogorov-Smirnov) – test. The methods for handling 
outliers are Interquartile Range (IQR) method, Z – Score 
method and Winsorizing method. Relevant studies we used 

for summaries are data preprocessing for handling outlier 

topics, the research years were taken from 2015 to 2023. 

 In this experiment we used the average data from each 
method used to detect the percentage of outliers from the data 
before being removed. Next, we removed the outlier data 
according to the value closest to the average result of each 
method compared, where the results showed that the 
Interquartile Range (IQR) had a result that was not far from 
the average result of each method, indicating that the highest 
error rate was 5.426%. Based on the results, the farthest from 
the average result was from feature PP2, where the outlier 
detection in feature PP2 using Z-Score was still better. The 
next step is to perform data interpolation for the 6 features 
that were detected as not normally distributed to balance them 
with other features, where after removing the outliers, the 
data had an imbalanced amount compared to the other 

features that did not have their outliers removed. 

4.2 Data Collection 
In this paper, we use outlier detection in public 

datasets including the N2O Emissions Dataset[26], Fertilizer 
Prediction[27], and Crop Yield Prediction Dataset[28] with 
data sources from the Kaggle repository collection. 
 
4.3 Reference Systematic Literature Review 

The list of main studies is shown in Table III which 
consists of 4 attributes (Journal Name, Publication, Year and 
Problem) and 50 main studies were obtained from 2015 to 
2023 which are sorted by year of publication. 

TABLE III.  REFERENCE SYSTEMATIC LITERATURE REVIEW 

No 
 

Journal Name Publication Year Problems 

1 Outlier detection using AI: a 
survey 

AI 
Assurance 

2023 Outlier 
Detection 

2 

Performance evaluation of 
outlier detection techniques in 
production timeseries: A 
systematic review and meta-
analysis 

Elsevier 2022 Outlier 
Detection 

3 

Long-term variability in N2O 
emissions and emission 
factors for corn and soybeans 
induced by weather and 
management at a cold climate 
site 

Elsevier 2022 Low 
Accuracy 

4 
[13][12][14][11][19][18] [8] [16][15] [8][6] [5] [29] [25] [23] 

[24][22] [21]  

 
4.4 Which international journals often publish research on 
handling data preprocessing on outliers? 

From the study selection process, 50 journals were 
obtained related to data processing outliers in review analysis 
to answer research questions that had been made previously. 
Then from the selected journals, international journals that 
contribute in the field of data processing outliers are then 
identified. Fig. 4 shows a journal that publishes the topic of 
data processing outliers. 
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Fig. 4. Journal Publication Used in Literature Review 

Based on Fig. 4 it is known that there are 2 highest 
journal publications that often publish journals with the topic 
of data processing outliers, namely Elsevier and ACM 
Computing Surveys. The two journal publications have a 
total of 19 and 5 respectively out of 50 journal publications 
that address the topic of data processing outliers in the 
identified SLR. 
 
4.5 In what year was the trend of research on data 
preprocessing on outliers? 

An overview of studies related to data processing 
outliers from year to year is shown in Fig. 5. In this review, 
the research years taken were from 2015 to the latest, namely 
2023. 

 

 
Fig. 5. Research Year Trends 

Based on Fig. 5 it is known that there are 3 highest 
published years of journals with the topic of data processing 
outliers, namely the years from 2020 - 2022. The three 
published years of these journals totaled 13 from 2021, 12 
from 2020 and 8 from 2022 based on 50 journal publications 
which raises the topic of data processing outliers on identified 
SLR. 

 
4.6 What problems arise in research on handling 
preprocessing data on outliers? 

The problems that arise in research on data 
processing outliers are very diverse. Of the many problems, 
this review broadly categorizes the problems that arise in 
research on data processing outliers into 3 categories, namely 
Outlier Detection, Data Processing and Low Accuracy. 

 
 

 
Fig. 6. Problems that Arise in Data Preprocessing on Outliers 

 Fig. 6 shows that the problem of Outliers Detection is 
the most common problem that arises in research on data 
processing outliers. Handling outliers in a data set includes 
identifying and correcting errors in the data, excluding 
outliers from analysis or changing the data to make it more 
normal. Then the second most problem is Data Processing. 

 In data preprocessing an important step in machine 
learning studies because preprocessing outliers in proper data 
processing can allow researchers to identify and correct errors 
in a data set, exclude outliers from analysis, and change data 
to make it more normal. Consequently, there are a limited 
number of systematic literature review studies on data 
processing outliers. In this study, the authors analyze the 
existing literature to identify the main issues related to data 
quality and handling and to provide a set of techniques used 
to overcome these problems when performing outlier 
detection processing. Implemented a systematic literature 
that involved searching for articles published from 2015 to 
2023 for review. The quality of the existing studies used the 
assessment criteria of 50 relevant studies identified as having 

been conducted following systematic literature guidelines. 
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